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ABSTRACT

Highlights: An effi  cient market is one in which prices always fully refl ect the available in-
forma� on (Fama, 1970). However several agents have focused on poten� al ineffi  ciencies 
for abnormal returns over � me. Ar� fi cial intelligence (AI) algorithms have also been used 
to predict the prices of fi nancial assets. This systema� c literature review presented a se-
ries of contribu� ons to using AI algorithms to forecast asset prices in the fi nancial market. 
Purpose: To develop a systema� c review of AI algorithm applica� ons for forecas� ng asset 
prices in the fi nancial market. Methodology: The systema� c review focused on the guide-
lines from Preferred Reporti ng Items for Systemati c Reviews and Meta-Analyses (PRISMA). 
It addressed two main journal databases: Web of Science and Scopus. We conducted a 
qualita� ve analysis of the studies and based our conclusions on pm content analysis. The 
analysis employed categories based on the results reported in the literature. We also used 
descrip� ve sta� s� cs and the chi-squared test in the analysis. Findings: This study presents 
some relevant contribu� ons: (i) the iden� fi ca� on of the main features of the developed 
models based on ar� fi cial intelligence (AI) and the algorithms used to forecast asset pri-
ces in the fi nancial market; (ii) the review of features and applica� ons of the main algo-
rithms used in forecas� ng; and (iii) the gaps in previous studies, as well as tendencies and 
perspec� ves for further analysis. Limitati ons: This study focuses only on papers publicly 
available on two major databases. Moreover, some subjects’ issues might infl uence the 
categoriza� on process. Practi cal implicati ons: This paper presents the main features of AI 
algorithmics used to forecast asset prices in the fi nancial market. These results can sup-
port market agents in improving their investment models. Originality/value: This paper 
addressed many relevant theore� cal and prac� cal issues. It also enhanced the impor-
tance of understanding the effi  cient market hypothesis (EMH) under the comprehensive 
automa� on of processes and the use of AI. Lastly, it systema� cally reviewed the diff erent 
features among the analyzed studies.

Keywords: Ar� fi cial Intelligence; Price Forecast; Financial Market; Systema� c Review.
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INTRODUCTION

Cao, Lin, Li, and Zhang (2019) highlight that knowing 
behavior patterns and being able to make predictions 
about asset prices in the financial market is an important 
issue to be addressed in scientific research. In this sense, 
Moon, Jun, and Kim (2018) state that forecasting the pri-
ces of financial assets is a relevant theme in finance, as 
such forecasts enable, for example, economic agents to 
make their profits and protect themselves from market 
risks.

Ding and Qin (2020) consider that this type of research 
has always been relevant for economic agents, and seve-
ral different methods have been used to forecast asset 
prices. Such methods range from widespread statistical 
techniques to the latest advances in artificial intelligence 
(AI). Regarding AI algorithms, Rundo, Trenta, Stallo, and 
Battiano (2019) emphasize that such use is in the context 
of the progressive automation of processes in different 
fields, and the financial market has not been an excep-
tion. According to these authors, many researchers have 
proven that AI algorithms make it possible to fast analyze 
a large volume of data with great accuracy and effective-
ness.

However, according to the Efficient Market Hypothe-
sis (EMH), forecasting asset prices for economic agents 
to obtain abnormal profits in the financial market is not 
theoretically possible. In his classic work, Fama (1970) 
defines an efficient market as one in which prices always 
fully reflect the availability of information. Thus, the EMH 
implies that, on average, an investor could not achieve an 
abnormal return (Ross, Westerfield, Jaffe, & Lamb, 2015).

Contrary to the hypothesis mentioned above, several 
studies that used AI algorithms to forecast asset prices 
have presented models with high performance in terms of 
predictive power, maximizing abnormal returns (e.g., Cao 
et al., 2019; Qian & Rasheed, 2007; Shynkevich, McGin-
nity, Coleman, Belatreche & Li, 2017). It should be noted 
that such studies have highlighted significant differences, 
from different perspectives, of the main algorithms used, 
such as Artificial Neural Networks (ANN), Decision Tree/
Random Forest (DTRF), k-Nearest Neighbors (KNN), Naive 
Bayes (NB) and Support Vector Machine (SVM) (Shynke-
vich et al. 2017; Cao et al., 2019; Ding & Qin, 2020).

Recognizing and exploring this research gap, the study 
presented in this article aims to answer the following re-
search question:  How has the application of AI algorithms 
to forecast asset prices in the financial market been ad-
dressed in the literature? Thus, the objective of the re-
search was to carry out a systematic review (mapping the 
state of the art) on the application of AI algorithms to 

forecast asset prices in the financial market. Therefore, 
the review was developed using the Web of Science and 
Scopus bibliographic databases, focusing on the Preferred 
Reporting Items for Systematic Reviews and Meta-Analy-
ses (PRISMA) guidelines (Page et al., 2021a; Page et al.,
2021b).

The research developed can be justified from different 
perspectives. Firstly, there is the great importance of the 
topic, both from a theoretical and a practical point of 
view, for the Academy and the different market agents, 
such as investors, companies, and regulators (Cao et al.,
2019; Ding & Qin, 2020; Moon et al., 2018). Furthermo-
re, the importance of understanding EMH is highlighted 
in a new environment in which processes are extensively 
automated, and AI algorithms have been used to obtain 
higher-than-expected returns (Rundo et al., 2019). Finally, 
the importance of presenting the different characteristics 
of the studies that focused on asset price forecasting and 
the algorithms used for that purpose is highlighted since 
they present different levels of performance in different 
contexts (Shynkevich et al., 2017; Cao et al., 2019).

THEORETICAL FOUNDATION

This section discusses critical aspects of the systema-
tic review presented in this work. Initially, in subsection 
2.1, the importance of forecasting asset prices in the fi-
nancial market is discussed in the context of the EMH. 
Sequentially, the main AI algorithms used for such activity 
are highlighted in subsection 2.2. Finally, aspects of the 
development of models that employ such algorithms are 
highlighted in subsection 2.3.

Forecasting asset prices in the financial market

According to Ding and Qin (2020), the increased or de-
creased price of assets in the financial market is influen-
ced by many factors, such as political, economic, social, 
and market-based. Additionally, according to these au-
thors, these movements in asset prices, in turn, directly 
influence the returns obtained by investors, who can be-
nefit from the correct prediction of these movements, 
which is, however, a very complex activity.

Such complexity can be related to EMH. According to 
Fama (1970), an efficient market is one in which prices 
always fully reflect the available information. It should 
be noted that efficiency varies in each form (weak, semi-
-strong, or strong), related to the speed with which the 
market assimilates information (Fama, 1970). Thus, as 
Ross et al. (2015) explained, the EMH implies that, on 
average, an investor could not achieve an abnormal re-
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turn. However, the conditions listed by Fama (1970) for 
efficiency are ideal, allowing for abnormal returns from 
potential inefficiencies. Thus, over time, several agents 
have focused on this possibility.

According to Rundo et al. (2019), in recent decades, 
researchers have proposed a series of models based on 
statistical methods to forecast the prices of these assets, 
such as the autoregressive integrated moving average 
(ARIMA) and the exponential smoothing model. However, 
the authors point out that these models need help in this 
task due to their low performance when dealing with a 
large volume of intrinsically complex data, such as these 
assets’ prices. These approaches also seem they need to 
be more suitable for understanding hidden relationships 
(dependencies) between data (Rundo et al., 2019).

Ding and Qin (2020) emphasize that, in addition to sta-
tistical techniques, AI algorithms have also been used to 
predict the prices of financial assets. Among such algo-
rithms, some stand out in the literature on the subject: 
ANN, DTRF, KNN, NB, and SVM (Shynkevich et al., 2017; 
Cao et al., 2019; Ding & Qin, 2020). Rundo et al. (2019) 
point out that its use is related to the effects of the pro-
gressive automation of certain processes in different 
fields, including those in the financial area. It is impor-
tant to highlight that, according to Faceli, Lorena, Gama, 
Almeida, and Carvalho (2021), the previously mentioned 
algorithms can be used to solve both regression problems 
referring to value estimation in an infinite and ordered 
set (e.g., share price in a given context) and classification 
problems estimating values from a discrete and unorde-
red set, that is, a class (e.g., whether the price of a stock 
will rise or fall). The following subsection details each of 
these algorithms.

AI algorithms for asset price prediction

In the review presented in this work, the algorithms 
mentioned in the previous subsection are focused on: 
ANN, DTRF, KNN, NB, and SVM. Faceli et al. (2021) argues 
that ANNs are inspired by abstract models of how the hu-
man brain is believed to work. These authors claim that 
such networks are composed of simple processing units 
responsible for implementing mathematical functions 
that simulate the functions performed by neurons. Such 
units can connect to many other connections, simulating 
synapses, which allows ANNs to solve complex problems.

As far as decision trees are concerned, Moon et al. 
(2018) highlight that they can be used to create a mo-
del that predicts the value of a target variable based on 
several input variables using recursive partitioning. A va-
riable that best divides the sample set is chosen at each 

step. Different impurity measures or splitting criteria can 
be used in binary trees, such as Gini impurity, informa-
tion entropy, or misclassification. It should be noted that 
the random forest algorithm can be considered a deve-
lopment regarding decision trees. The idea is to combi-
ne several trees to determine the final result rather than 
relying on individual trees, reducing the model’s variance 
(Vijh, Chandola, Tikkiwal, & Kumar 2020). Thus, for the 
study presented in this article, both algorithms (decision 
trees and random forests) are considered to fall into the 
same analysis category as DTRF.

The KNN algorithm, as highlighted by Moon et al. 
(2018), chooses the class label of the new data point by 
majority vote among its “k” nearest neighbors. The cho-
sen distance metric determines these nearest neighbors. 
KNN is simple to implement, but it is sensitive to the local 
structure of the data and the computational complexity 
to classify new samples, which grows linearly with the 
number of samples in the training set. The parameter k 
can be chosen depending on the data, and generally, lar-
ger values of k reduce the effect of noise on classification 
but make the boundaries between classes less distinct 
(Moon et al., 2018).

In turn, according to Faceli et al. (2021), NB compu-
tes all probabilities (priori and conditional) of the trai-
ning data. According to these authors, the term “naive” 
is related to the hypothesis that the attribute values of 
an example are independent of its class. Finally, Rundo et 
al. (2019) emphasize that the SVM algorithm finds a deci-
sion function that maximizes the margin between classes. 
The algorithm performs a mathematical optimization ba-
sed on the labeled data during the training step. Training 
examples that limit the maximum margin defined by the 
SVM during training are called “support vectors.” The fol-
lowing subsection describes AI models’ development by 
employing algorithms such as those mentioned above.

AI Models

Regardless of the AI algorithm used for asset price pre-
diction, Ferreira, Gandomi, and Cardoso (2021) present a 
flowchart of the process usually used by studies for such 
activity (Figure 1). These authors include five main steps: 
(1) input data  acquisition; (2) data transformation and 
selection; (3) model training; (4) parameter optimization; 
and (5) evaluation of the predictor’s performance.

There are several input data usually verified in studies 
that aim to predict asset prices in the financial market, 
such as (a) trading history - closing, opening, maximum, 
and minimum prices – and trading volume (Chun & Ko, 
2020; Gu, Shibukawa, Kondo, Nagao, & Kamijo, 2020; 
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Awan, Rahim, Nobanee, Munawar, Yasin, & Zain, 2021); 
(b) technical analysis indicators (Rundo et al., 2019); (c) fi-
nancial indicators (Janková, Jana, & Dostál, 2021); and (d) 
unstructured data for behavior analysis, employing natu-
ral language processing (NLP) (Almehmadi, 2021; Awan 
et al., 2021).

In addition, different types of assets have been the fo-
cus of price prediction via AI algorithms, such as market 
indices (Cavdar & Aydin, 2020; Ding & Qin, 2020; Shynke-
vich et al., 2017); share prices (Colliri & Zhao, 2019; Awan 
et al., 2021); and prices of other financial assets, such as 
options (Sheu & Wei, 2011).

After selecting the algorithm to forecast prices, it is ne-
cessary to train it based on the collected data. That needs 
to be done with data related to the input variables and 
with data related to the estimated prices. At this stage, 
most of the data is used for training the algorithm, while 
the remainder is used for testing it (Moon, Jun, & Kim, 
2018; Shynkevich et al., 2017). It is also necessary opti-
mize parameters according to the algorithms, such as pa-
rameter k in the case of KNN, kernels in the case of SVM, 
and adjustment of the weights in the case of ANN (Faceli 
et al., 2021).

Finally, several performance evaluation metrics of the 
algorithms that can be used are highlighted, such as Accu-

racy (ACU), Mean Square Error (MSE), Root Mean Square 
Error (RMSE), Mean Absolute Error (MAE), and Mean Ab-
solute Percentage Error (MAPE) (Ecer et al., 2020; Awan 
et al., 2021; Vijh et al., 2020). It is important to note that 
while the ACU is more suitable for evaluating algorithms 
aimed at classification, the other metrics are more suit-
able for evaluating those aimed at performing regression 
analysis (Faceli et al., 2021).

METHODOLOGY

The systematic review presented in this article was 
developed, focusing on PRISMA guidelines (Page et al.,
2021a; Page et al., 2021b). Before proceeding with the re-
view, a search was carried out in the Open Science Frame-
work (OSF) records, and no developments were found 
in this regard (OSF Home, 2021), indicating the unprec-
edented nature of the study. The literature review was 
carried out in two journal databases: Web of Science and 
Scopus. Chadegani et al. (2013) highlight the importance 
of both databases for the scientific community. These 
authors emphasize that the Web of Science (Thomson 
Reuters) could be considered the main scientific refer-
ence for several areas until the launch of Scopus (Elsevier 
Science). The latter started to compete directly with the 

Figure 1. Process fl owchart usually employed by studies using AI algorithms to forecast fi nancial assets’ prices.
Source: Adapted from Ferreira, Gandomi, and Cardoso (2021, p. 30,906)

Parameter optimization
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former, being constituted in similar amplitude and scale 
(Chadegani et al., 2013).

For the selection of articles, each of the databases was 
accessed in the last week of May 2021, and a Boolean 
search was performed with the following search query: 
[(“Machine Learning” OR “Artificial Intelligence”) AND 
(“stock market” OR “stock return” OR “stock price” OR 
“share market” OR “share return” OR “share price”)]. Af-
ter performing these procedures, 840 documents were 
initially selected. Then, to refine the search, selection fil-
ters were employed, restricting the search to documents 
classified as “articles,” which resulted in 392 records. 
After this refinement, all titles and abstracts were read 
and analyzed to verify whether the texts referred to the 
phenomenon of using algorithms for forecasting financial 
assets (research focus), and 268 articles were selected.

Subsequently, the articles were downloaded and read 
in full. It should be noted that when the full text was not 
available in the selected database, it was searched di-
rectly on Google® Scholar. However, 68 articles were not 
found with the use of such procedures, being excluded 
from the sample. Finally, of the remaining 200 articles, it 
was verified, during the full reading, that 12 of them did 
not refer to the research focus, 2 were duplicates, and 51 
approached AI algorithms different from those highlight-
ed in subsection 2.2 (especially hybrids), generating the 
final sample of 135 articles. In this sense, Figure 2 pres-
ents this article selection process based on the flowchart 
proposed by PRISMA.

After reading the selected articles in full, they were 
qualitatively analyzed and classified according to different 
analysis categories. These categories mainly focused on 
the AI algorithms highlighted in subsection 2.1 and some 
of the steps in the model by Ferreira et al. (2021) shown 
in Figure 1: (a) world region; (b) type of anticipated asset; 
(c) AI algorithm employed; (d) input data for training the 
algorithm; and (e) measures of algorithm performance. 
Finally, a categorization of the main conclusions of the ar-
ticles was also carried out.

It should be noted that at least two reviewers with a 
Ph.D. in Administration or Accounting with experience in 
research in finance carried out the entire selection pro-
cess of articles. The researchers who led the systematic 
review development analyzed and discussed the studies. 
Disagreements were resolved by consensus among re-
viewers. This procedure was applied at all stages.

For the data presentation and analysis, the techniques 
of descriptive statistics and the chi-square test were 
used, as recommended by Maroco (2010). This test was 
employed to evaluate statistically significant associations 

between the different AI algorithms analyzed in the re-
search concerning the other categories developed for 
this research. In this case, a statistical significance level of 
10% was considered. The Statistical Package for the Social
Sciences (SPSS) and MS Excel were used to operationalize 
the analyses.

RESULTS

This section presents the results derived from the sys-
tematic review of the literature. Three subsections com-
pose this section. Firstly, the next subsection highlights 
the results referring to the following categories: world 
region; anticipated asset type; data used for training the 
algorithm; and metrics to measure the performance of 
the algorithm. Then, the results related to each of the 
analyzed algorithms are presented: ANN, DTRF, KNN, NB, 
and SVM. Finally, the main conclusions of the analyzed 
studies are discussed.

General analysis

Figure 3 presents the number of articles published 
per year. In total, 122 articles on the topic were identi-
fied. There is a strong trend of growth in the theme th-
roughout the studied period. It is important to stress that 
more than 58% of the articles were published in the last 
three years. This result demonstrates the recent attention 
given to the topic at the Academy.

In turn, Table 1 presents the number of articles pub-
lished by region of the world. It was possible to observe 
that the first studies were carried out mainly in developed 
countries. Some others were carried out simultaneously 
in several countries. Only in 2014 were studies carried out 
exclusively in emerging countries consistently recorded. 
Since then, the number of studies in these countries has 
been greater than in other countries for several years, 
corresponding to a total of 54 studies against 51 carried 
out in developed countries. The initial preference for de-
veloped countries can be related to their more advanced 
capital markets compared to those of emerging countries.

Table 2 shows the frequency of the types of assets for 
which prices were predicted in each study. Until 2012, stu-
dies aimed at predicting the values of capital market in-
dices predominated. From that year on, surveys focusing 
on stock prices became more numerous, surpassing those 
related to indices in some periods. However, contrary to 
what was observed in Table 1, all the studies predicting 
index prices remained the most frequent (51.5%) compa-
red to those focusing on stocks (46.4%). It is noteworthy 
that only some studies are focusing on other types of as-

Figure 1. Process fl owchart usually employed by studies using AI algorithms to forecast fi nancial assets’ prices.
Source: Adapted from Ferreira, Gandomi, and Cardoso (2021, p. 30,906)

Parameter optimization
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Figure 2. Ar� cle selec� on process.
Source: Adapted based on the model proposed by PRISMA (2021)

    
Figure 3. Number of ar� cles published per year.
Source: Prepared by the authors.



S&G Journal
Volume 17, Number 3, 2022, pp. 271-285

DOI: 10.20985/1980-5160.2022.v17n3.1807
277

Table 1 - Number of ar� cles published by world region.

Frequency
Absolute Relati ve (%)

Year General Developed Emerg. Total General Developed Emerg. Total

1997 0 0 1 1  -  -  0.74  0.74 

1998 0 1 1 2  -  0.74  0.74  1.48 

2006 0 3 0 3  -  2.22  -  2.22 

2008 1 0 0 1  0.74  -  -  0.74 

2009 0 2 0 2  -  1.48  -  1.48 

2010 1 0 0 1  0.74  -  -  0.74 

2011 0 1 0 1  -  0.74  -  0.74 

2012 1 0 1 2  0.74  -  0.74  1.48 

2013 2 1 0 3  1.48  0.74  -  2.22 

2014 0 2 3 5  -  1.48  2.22  3.70 

2015 0 1 3 4  -  0.74  2.22  2.96 

2016 2 2 2 6  1.48  1.48  1.48  4.44 

2017 2 6 4 12  1.48  4.44  2.96  8.89 

2018 3 5 4 12  2.22  3.70  2.96  8.89 

2019 6 8 6 20  4.44  5.93  4.44  14.81 

2020 7 11 18 36  5.19  8.15  13.33  26.67 

2021 5 8 11 24  3.70  5.93  8.15  17.78 

Total 30 51 54 135  22.22  37.78  40.00 100.00

Source: Search results.

sets, such as options. Thus, one can observe a gap in the 
literature that can be exploited in new research.

Table 3 presents the evolution of the number of stu-
dies, considering the different input data used in the trai-
ning models. Initially, 215 different types of training data 
were observed, resulting in 1.6 types of input data per 
article. The most common input data refers to historical 
asset prices (opening, closing, maximum, and minimum), 
identified in 46.1% of the works. Another common input 
data type refers to technical indicators (moving average), 
which are present in 27.9% of the articles. Sentiment 
analysis is one type of input data that has become more 
frequent in recent years of analysis (83.3% of research 
using this input was published since 2017). The financial 
indicators were observed in only 7.9% of the analyzed 
studies. These are interesting data points for studies that 
employ fundamental analysis.

Finally, Table 4 presents the different algorithm per-
formance metrics employed in the studies. It is important 
to highlight that 232 different types of algorithm perfor-
mance measures were mentioned in the articles, mea-
ning that 1.7 measures were used per article. The most 

common metric to measure algorithm performance was 
the ACU, present in 32.8% of the cases. Next, the RMSE 
metric is used by 15.1% of the studies. Other measures 
worth mentioning were MSE, MAE, and MAPE. It is also 
relevant to mention that 30.6% of the articles present 
other performance metrics and that these became more 
diverse throughout the studied period.

Analysis of AI algorithms

This subsection presents some information about the 
algorithms used in the analyzed studies. Initially, on ave-
rage, 1.8 algorithms were presented in each study, sho-
wing that studies tend to employ more than one algo-
rithm for price prediction. Sequentially, Figure 4 shows 
the number of studies that used ANN as an asset price 
prediction algorithm. This is the most used algorithm for 
this task, observed in 33.8% of the analyzed articles. The-
re was a statistically significant association between the 
use of the ANN algorithm and performance metrics other 
than the ACU (χ2 = 4.1, significant at less than 10.0%). 
This case shows that this algorithm tends to be used for 
regression and not classification purposes.
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In turn, Figure 5 presents the articles that present the 
SVM algorithm to predict the prices of assets. This is the 
second-most-used algorithm, observed in 27.6% of the 
analyzed articles. Interestingly, the chi-square test indi-
cates a statistically significant association between the 
use of the SVM algorithm and studies based on emerging 
markets (χ2 = 6.4, significant at less than 1.0%). As studies 
in such markets have grown more than proportionally 
over the last decade, the general predominance of SVM 
can also be explained, as there seems to be a preference 
for such an algorithm in research in these regions.

There was also a strong association between the use 
of SVM and sentiment analysis as input data (χ2 = 6.7, 
significant at less than 5.0%). It is important to consider 
that SVM is a very complex algorithm for working with 
unstructured data using NLP, which is essential for dealing 
with this type of data. Furthermore, there was a statisti-
cally significant association between the use of the SVM 
algorithm and the use of ACU performance metrics (χ2 
= 4.5, significant at less than 5.0%) and measures other 
than MAPE (χ2 = 3.8, significant at less than 10.0%). In 

this case, it is possible to infer that this algorithm is used 
more for classification purposes than regression.

The third most frequent algorithm observed in the 
studies refers to DTRF (mentioned in 23.1% of the stu-
dies), whose observed frequency is presented in Figure 
6. Regarding the input data, a statistically significant as-
sociation was found between the use of these algorithms 
and financial indicators (χ2 = 5.6, significant at less than 
5.0%). Thus, studies that use such algorithms tend to use 
these indicators as a basis for training. There was also 
a statistically significant association between the use of 
other performance metrics (alternatives) and the use 
of the DTRF algorithm (χ2 = 7.4, significant at less than 
1.0%). It should be stressed that, in all studies that used 
this algorithm, measures different from those presented 
in subsection 2.3 were verified.

In turn, Figure 7 presents the frequency of articles that 
employed the NB algorithm (used in 8.0% of the cases). 
It is interesting to note that its use was only observed 
from 2014 onward. Concerning the predicted asset, sta-

Table 2 - Frequency of the type of asset predicted in each study.

Frequency
Absolute Relati ve (%)

Year Indices Stocks Other Total Indices Stocks Other Total
1997 1 0 0 1  0.72  -  -  0.72 

1998 2 0 0 2  1.45  -  -  1.45 

2006 2 1 0 3  1.45  0.72  -  2.17 

2008 1 0 0 1  0.72  -  -  0.72 

2009 2 0 0 2  1.45  -  -  1.45 

2010 1 0 0 1  0.72  -  -  0.72 

2011 1 0 0 1  0.72  -  -  0.72 

2012 2 0 0 2  1.45  -  -  1.45 

2013 1 3 0 4  0.72  2.17  -  2.90 

2014 1 4 0 5  0.72  2.90  -  3.62 

2015 4 1 0 5  2.90  0.72  -  3.62 

2016 4 2 0 6  2.90  1.45  -  4.35 

2017 6 6 0 12  4.35  4.35  -  8.70 

2018 10 1 1 12  7.25  0.72  0.72  8.70 

2019 14 6 1 21  10.14  4.35  0.72  15.22 

2020 10 25 0 35  7.25  18.12  -  25.36 

2021 9 15 1 25  6.52  10.87  0.72  18.12 
Total 71 64 3 138  51.45 46.38  2.17 100.00

Source: Search results.
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Tabela 3. Diferentes dados de entrada usados em modelos para treinamento.

Frequência
Absoluta Relati va (%)

Ano Preços TI FI SA Outros Total Preços TI FI SA Outros Total
1997 1 0 0 0 0 1 0,47 - - - - 0,47

1998 1 0 2 0 0 3 0,47 - 0,93 - - 1,40

2006 1 2 0 0 0 3 0,47 0,93 - - - 1,40

2008 1 1 0 0 0 2 0,47 0,47 - - - 0,93

2009 2 0 0 2 0 4 0,93 - - 0,93 - 1,86

2010 1 0 0 0 0 1 0,47 - - - - 0,47

2011 1 1 0 0 0 2 0,47 0,47 - - - 0,93

2012 2 1 0 0 0 3 0,93 0,47 - - - 1,40

2013 1 1 1 1 0 4 0,47 0,47 0,47 0,47 - 1,86

2014 2 3 0 2 0 7 0,93 1,40 - 0,93 - 3,26

2015 2 2 1 0 0 5 0,93 0,93 0,47 - - 2,33

2016 5 4 0 0 1 10 2,33 1,86 - - 0,47 4,65

2017 12 7 1 2 1 23 5,58 3,26 0,47 0,93 0,47 10,70

2018 11 4 3 5 0 23 5,12 1,86 1,40 2,33 - 10,70

2019 16 6 4 5 0 31 7,44 2,79 1,86 2,33 - 14,42

2020 29 15 4 8 2 58 13,49 6,98 1,86 3,72 0,93 26,98

2021 11 13 1 5 5 35 5,12 6,05 0,47 2,33 2,33 16,28

Total 99 60 17 30 9 215 46.05 27.91 7.91 13.95 4.19 100.00
Fonte: Resultados da pesquisa.

Figure 4. Number of studies that used the ANN algorithm annually
Source: Search results.
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Table 4 - Performance metrics of the algorithms used by the analyzed studies.

Frequency
Absolute Relati ve (%)

Year

AC
U

M
SE

M
AE

M
AP

E

RM
SE

O
th

er

To
ta

l

AC
U

M
SE

M
AE

M
AP

E

RM
SE

O
th

er

To
ta

l

1997 1 0 0 0 0 0 1 0.43 - - - - - 0.43

1998 2 0 0 0 0 0 2 0.86 - - - - - 0.86

2006 2 0 0 0 0 2 4 0.86 - - - - 0.86 1.72

2008 1 0 0 0 0 0 1 0.43 - - - - - 0.43

2009 1 1 0 0 0 1 3 0.43 0.43 - - - 0.43 1.29

2010 0 0 0 0 0 1 1 - - - - - 0.43 0.43

2011 1 0 0 0 0 0 1 0.43 - - - - - 0.43

2012 0 0 0 1 1 1 3 - - - 0.43 0.43 0.43 1.29

2013 1 0 0 1 0 2 4 0.43 - - 0.43 - 0.86 1.72

2014 4 0 0 1 1 2 8 1.72 - - 0.43 0.43 0.86 3.45

2015 2 1 1 1 1 1 7 0.86 0.43 0.43 0.43 0.43 0.43 3.02

2016 4 1 0 0 1 2 8 1.72 0.43 - - 0.43 0.86 3.45

2017 7 2 3 1 5 8 26 3.02 0.86 1.29 0.43 2.16 3.45 11.21

2018 7 0 1 0 3 10 21 3.02 - 0.43 - 1.29 4.31 9.05

2019 12 1 1 1 4 8 27 5.17 0.43 0.43 0.43 1.72 3.45 11.64

2020 16 7 6 3 10 23 65 6.90 3.02 2.59 1.29 4.31 9.91 28.02

2021 15 6 5 5 9 10 50 6.47 2.59 2.16 2.16 3.88 4.31 21.55

Total 76 19 17 14 35 71 232 32.7 8.19 7.33 6.03 15.1 30.6 100.0
Source: Search results.

Figure 5. Number of studies that used the SVM algorithm annually
Source: Search results.
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tistically significant associations were found regarding the 
use of the algorithm to predict stock prices (χ2 = 14.33, 
significant at less than 1.0%) as well as to forecast assets 
other than market indices (χ2 = 10.8, significant at less 
than 1.0%). In this case, it was found that there is a ten-
dency to use models based on NB for forecasting stock 
prices to the detriment of using them for forecasting mar-
ket indices.

As for the input data, there were statistically signifi-
cant associations between the use of the NB algorithm 
and the use of sentiment analysis (χ2 = 9.2, significant 
at less than 1.0%) and with other data that were not his-
torical prices (χ2 = 3.4, significant at less than 10.0%). In 
this case, there is a tendency for models that employ such 
an algorithm to use sentiment analysis as input data but 
not historical price data for this purpose. According to 
the recent advance in sentiment analysis in the area, the 
increase in the use of NB can be understood as a possi-
ble consequence. There was also a statistically significant 
association between using the ACU performance metric 
and  the NB algorithm (χ2 = 6.2, significant at less than 
5.0%), which shows the greater use of this algorithm for 
classification purposes

Finally, the frequency of studies that used the KNN is 
presented in Figure 8. It should be stressed that, despite 
being observed since 2006, this algorithm was the least 
used one in the studies (7.6%). It should also be noted 
that no study using this algorithm was recorded between 
2009 and 2016. Interestingly, the chi-square test indica-
ted a statistically significant association between the use 

of the KNN algorithm and studies based on developed 
markets (χ2 = 3.7, significant at less than 10.0%).

Analysis of the main findings

Finally, this subsection presents a categorical analysis 
of the main conclusions of the analyzed articles. Table 5
presents the frequency of such categories. It appears that 
60.0% of the articles indicated that the results obtained 
through a particular AI algorithm were superior to tra-
ditional statistical techniques or to previous versions of 
other algorithms.

In 18 articles (13.3% of the sample), the authors argued 
that the AI algorithms generated good results but did not 
report a significant superiority to other techniques or 
algorithms. In turn, the third most frequent category of 
results indicates that hybrid algorithms, or the common 
use of several AI algorithms, provide better results than 
AI algorithms individually. Thus, in the vast majority of 
the analyzed articles (71.9%), the authors report having 
obtained results superior to those previously obtained.

However, four studies showed similar performance 
between AI algorithms and traditional statistical techni-
ques (e.g., Parray et al., 2020; Jaggi et al., 2021). In this 
case, the authors did not observe significant advantages 
in using AI algorithms compared to traditional statistical 
techniques. On the other hand, two studies found that 
the performance of these algorithms would be even lo-
wer than that of traditional techniques (Pyo et al., 2017; 

Figure 6. Number of studies that used DTRF algorithms annually
Source: Search results.
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Figure 7. Number of studies that used NB algorithms annually
Source: Search results.

Figure 8. Number of studies that used the KNN algorithm annually
Source: Search results.

Jang & Lee, 2019). It is important to highlight that such 
studies correspond to only 4.4% of all analyzed articles.

Given the above, the rapid technological development 
from which AI algorithms benefit and their application in 
the financial market have opened up new possibilities in 
predicting asset prices, showing performances superior 
to traditional techniques and previous algorithms. On the 
other hand, an epistemological question may be raised, 
given the objectives outlined in the articles.

According to the survey, the authors intended to ob-
tain favorable results with the proposed models. This 

intention, by itself, can deprive some of the robustness 
of the results they have produced since independence in 
data management is lost since researchers would already 
start with the premise that the proposed models would 
be superior. That said, as they are models that need hu-
man analysis, the work ends up being directed, even if un-
consciously, to overestimate the results of some models 
compared to others. Thus, epistemologically, it seems un-
clear how to discriminate between the part of the results 
due to the proposed models’ actual superiority and the 
part due to the researchers’ purposeful action to maximi-
ze these models.
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A possible way to solve part of this epistemological 
question is by analyzing the “skin in the game” (Taleb, 
2020) of these researchers. Considering that there have 
been advances reported in the literature so that the cur-
rent models provide superior returns compared to other 
models used for decades in the market, it must be assu-
med that researchers have differentiated returns on their 
investments. Thus, it would be advisable to observe whe-
ther these researchers allocate their own resources ac-
cording to the indicated forecasts. If they do not allocate, 
it would be a strong indicator that they do not trust their 
published forecasts. Subsequently, if they use such infor-
mation to allocate their own capital, it must be observed 
that the yield they obtain matches the returns indicated 
in the articles. A survey applied to this target audience 
could provide enlightening results.

CONCLUSIONS

This article presented a systematic literature review 
(mapping the state of the art) on applying AI algorithms 
for forecasting asset prices in the financial market. The 
review was developed using the Web of Science and Sco-
pus databases, focusing on the PRISMA guidelines. The 
final sample corresponded to 135 articles, which were 
analyzed based on categories previously developed from 
the themes approached in the specific literature, with a 
special focus on the AI algorithms used.

Initially, it is important to highlight that there has been 
an evolution in the number of articles published on the 
subject since 2012, with a significant increase in the last 
three years. It is important to stress that many studies 
were observed that analyzed the markets of emerging 
countries, although studies from the first decade of the 
2000s focused particularly on developed countries.

It was also observed that there is a preference in the 
studies for predicting market indices rather than other 
assets. Such indices can be traded as Exchange-Traded 
Funds (ETFs), allowing such studies to have theoretical 
and practical contributions. However, the number of ar-
ticles that study stock price prediction has increased con-
siderably in recent years, which may become a trend in 
the future. Such assets may also be more easily analyzed 
using financial indicators underused in the analyzed stud-
ies. In this sense, the little-used financial indicators in-
dicate a gap to be explored by further studies, even in a 
context where there is an increase in the number of stud-
ies that focus on specific company actions. Furthermore, 
it is important to emphasize that only a few studies have 
dedicated themselves to developing models for forecast-
ing other types of assets traded in the financial market, 
such as options, which represents another opportunity to 
be explored by future research.

Regarding the input data used as a basis for training 
the AI models, there was wide use of historical trading 
prices and technical indicators were widely used. Thus, 
there is a tendency for studies to explore the weak form 
of the EMH, according to Fama (1970). On the other hand, 
many recent studies have focused on sentiment analysis, 
which demands unstructured data and using NLP to treat 
it. Thus, it seems to be a new trend in the studies in the 
area since they can use both historical and actual data 
for forecasting, which increases the performance of the 
developed algorithms.

Regarding the algorithms used in research, there is a 
tendency to use more than one algorithm for forecasting 
prices, with the ANN being the most commonly used in 
general. It was found that it is usually exploited for re-
gression purposes and is not associated with sentiment 
analysis, despite its potential to be used for NLP purpos-

Table 5 - Summariza� on of the main conclusions of the analyzed studies.

Main Conclusions
Frequency

Absolute Rela� ve (%)

The use of a par� cular AI algorithm is superior to tradi� onal sta� s� cal techniques or to 
previous versions of other algorithms. 81 60.00

AI algorithms generated good results. 18 13.33

Hybrid algorithms or the joint use of several AI algorithms provide be� er results than AI 
algorithms used individually. 16 11.85

Specifi c variables are important in AI algorithms. 4 2.96

AI algorithms and tradi� onal sta� s� cal techniques have comparable performance. 4 2.96

The performance of AI algorithms would be even lower than that of tradi� onal techniques. 2 1.48

Others 10 7.41

Total 135 100.00
Source: Search results.
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es. The second most used algorithm in emerging coun-
tries was the SVM. These algorithms became the focus of 
studies in the second decade of this century. Unlike the 
ANN, there is a trend toward using the ANN for classifica-
tion purposes. 

Other algorithms employed in the studies were the 
DTRFs, which showed a trend to use financial indicators 
as training bases. In turn, studies that used the NB algo-
rithm tended to focus on predicting stock prices rather 
than market indices (with a focus on ranking), as well 
as on the use of sentiment analysis data. The input data 
and the forecasted assets have shown a strong growth 
trend in the last few years of analysis. This may indicate 
the strengthening of the NB algorithm as a basis for fore-
casting asset prices in the next decade. Finally, the KNN 
algorithm was the least used as a basis in the articles. 
Such algorithms were more commonly used in developed 
countries for classification purposes.

Based on the above, the systematic literature review 
presented in this article features a series of contributions 
to the study on the use of AI algorithms to forecast asset 
prices in the financial market: (i) the main characteristics 
were identified (e.g., input data, expected assets, perfor-
mance measures) of models developed for this purpose; 
(ii) the characteristics and uses of the main algorithms 
used for forecasting were highlighted; (iii) the identifi-
cation of associations between the different categories 
of analysis; and (iv) gaps in the studies were presented, 
indicating trends and proposing new and broad research 
perspectives on the phenomenon.
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