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ABSTRACT

This article aimed to map the academic production in the area of privacy in Big Data, for the Administration domain, raising the state of the art on the subject and some research opportunities from the gaps in the academic literature. Privacy is a question still open and increasingly threatened by the ubiquitous effect of data-generating devices such as mobile phones, sensors and computers, and new analytical techniques such as Big Data. The extensive bibliometric survey of academic production on the subject was carried out in the main reference databases and analysis of content allied to text mining, using R language. The results pointed not only to areas of concentration and research topics but also new alternatives of research in the area.
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1. INTRODUCTION

New devices and analytical techniques, such as the Internet of Things and Big Data, have recently expanded the capacity of new information and communication technologies. Sensors, social media and Radio Frequency Identification (RFID) tags, for example, have increased the already existing data overhead in organizations. As a way of dealing with the high volume of data, in different formats, new analytical techniques were developed.

Big Data is related to data sets, whose size is beyond the capacity of typical database software tools to capture, store, manage and analyze (Minelli et al., 2013; Ohlhorst, 2013). The main attributes related to the Big Data concept are volume, velocity and variety (Simon, 2013).

The volume is related to the growing amount of data, which directly impact organizational processes and influences predictive and statistical methods. In a highly competitive market or in highly complex administrative contexts, finding new ways to interpret data and process it faster has proven to be an important capability. The variety is related to the ability to analyze a wide range of data types and sources, including structured, semi-structured and unstructured data (Ohlhorst, 2013) which, as Big Data, take the form of messages, images and other types of data in social networks, sensors, GPS of cell phones, among others. Finally, speed refers to the ability to analyze data more quickly, sometimes in real time (McAfee et Brynjolfsson, 2012).

To these attributes is added the value - aggregated result from the analyzes of the information, such as the quality of the information or the financial value extracted (Beath et al., 2012; Maçada et Canari, 2014); and veracity - relative to the purity and authenticity of the information (Ohlhorst, 2013).

Like any technology embedded in the organizational context, the implementation and use of Big Data goes through challenges, some of them explored in the academic literature. One of the haziest points is that Big Data raises issues of concern to ethics, such as which data can be used in an analysis (Tene et Polonetsky, 2013). In this sense, some questions emerge, among which: under which conditions can one be considered as part of a large dataset? What if some post in the ‘public’ domain is taken out of context and analyzed? in terms of use, but also in terms of collecting, storing and controlling access to such data (Simon, 2013; Tene et Polonetsky, 2013).

Considering that privacy is among the main concerns in Big Data, this article aims to map the academic production in Administration on privacy in this domain, revealing the state of the art on the topic and identifying opportunities for future research in gaps established in the literature. Through a literature review and the use of bibliometric techniques, the article raises issues and indicators related to the content of the publications and main focuses of the investigations, such as questions about public and private data, individual and collective, and how these aspects are addressed by researchers of the Administration area.

Bibliometric research acts as an enabler of the mapping of academic production on the theme of privacy in Big Data, metric by counting articles by periodicals and authors. In a second stage, the content of the mapped articles is mined in its entirety and analyzed.

The relevance of this study is reinforced by the fact that the concept of privacy is diffuse and the research on the topic of privacy in administration has very different biases. Some articles, such as Boyd and Crawford’s (2012), address questions about Big Data in the social sciences; others, such as Martin’s (2015), are focused on ethical issues. Chen et al. (2012), in turn, show the evolution of Big Data in the technological and strategic context for organizations. These works begin to address the unfolding of the privacy context in Big Data, but none elucidates the stage of scientific production achieved for the area.

The article is structured in four sessions. The first is the presentation of the concepts and definitions of the research themes and the second deals with the process of surveying the articles, research bases, treatment of the answers and analysis tools for content mining. The third session describes the analysis and interpretation of the results, pointing out research gaps to be explored; and the fourth presents the conclusions.

1.1 Big Data

Much is said about Big Data. Its economic and political potential, in addition to other dimensions, in which the phenomenon is implicated, are recognized. However, according to Boyd et Crawford (2012), Martin (2015) and Zuboff (2015), there is no consensus for the definition of the term. In this sense, Gandomi et Haider (2015) made the effort to establish an evolutionary line of definitions and their contents. Thus, according to the literature, Big Data is a phenomenon defined by several lenses.
Diebold (2012) places Big Data as a key subject for all sciences and claims to be his first term reference in an academic paper. However, recognizing that the origin of the term refers to non-academic work by computer science experts, Gandomi et Haider (2015) reaffirm the multifaceted character of the definition of Big Data, starting with Doug Laney’s 3Vs model, which, despite not being academic, is cited in Chen et al. (2012). Gandomi et Haider (2015) believe that term definitions have evolved rapidly by the adoption incentive coming from companies such as IBM, EMC, Teradata and SAP, among other giants in the computing industry.

In the 3V model, volume refers to the amount of data collected and stored and, due to the magnitude, processing capacity was not yet available to act on them. Variety refers to the diversity of data nature: sensors, video files, tweets, images, among all forms of digital production available. Speed refers to the undeniable flow of information thanks to ubiquitous computing that often allows for real-time analysis. Gandomi et Haider (2015) point out that Laney’s 3V model has evolved to 6V, where the fourth V is defined by IBM as veracity; the fifth V is defined by Oracle as the value; and the sixth V is defined by the SAS as variability. Veracity refers to how reliable the data is; the value refers to the value that this volume of data adds to the organization; and, finally, variability refers to changes in the data structure and how users interpret the same data.

From Laney’s more traditional 3V model, where Big Data is defined by speed, variety and volume, to this day, Big Data’s definitions multiply and gain a strategic focus. In Chen et al. (2012), the 3V model is associated with analytical techniques and evaluated by the authors as a blue ocean of opportunities for business, research and various applications. Big data is defined as the set of technologies and tools (databases and data mining tools), as well as techniques (analytical methods), capable of large-scale employment for complex data, in a universe of applications, in order to improve the performance of organizations. Storage, management, data analysis and visualization processes are part of the Big Data framework.

For Boyd et Crawford (2012), however, the definition of Big Data is described as: “a cultural, technological and academic phenomenon that establishes itself between the dynamics of technology, analysis and mythology that provokes utopian and dystopian rhetoric.” For the authors, Big Data is a socio-technical phenomenon, whose real benefits must be critically questioned and carefully examined. They point out that Big Data is seen as a tool of high potential for social ills, such as terrorist cell identification, cancer cure and so on and, at the same time, threatening for its potential to hurt issues, such as the individual’s right to privacy. This same critical view of unfolding Big Data usage can be seen in Martin (2015).

1.2 Privacy

The word *privacidade* (in Portuguese) is referred to as an Anglicism of privacy, which is rooted in the Latin term *privare*. As well as Big Data, the word privacy does not have an objective and unique concept. There are several doctrinal positions regarding its meaning, and can be descriptive or normative. Often, privacy is defined in terms of information control.

Privacy definitions are used to denote how people define situations and conditions of secrecy and how they are assessed, or to indicate the need for restrictions on the use of information or its processing. Newell (1995) analyzes privacy in a multidisciplinary perspective, defining forms and reasons for its establishment, understanding the term as temporary separation of the public domain. Glenn (1966) argues that there is no consensus as to whether or not privacy is a right between scholars of law and philosophy, and that at the time of its study, it was already controversial.

Informational privacy, in a normative sense, usually refers to a non-absolute moral right of persons to have direct or indirect control over access to (1) information about oneself, (2) situations in which others could acquire information about themselves, and (3) technology that can be used to generate, process, or disclose information about oneself.

The need to protect private life arose from the conflicting relationship between the individual and the order imposed by society. Nissembaum (1997) puts the definition of privacy by Charles Fried as: “Privacy is not simply the absence of information about us in the minds of others; on the contrary, it is the control we have over information about ourselves.” The author follows the definition of W.A. Parent: “Privacy is the condition of a person not having their personal information irregularly known by others,” referring to facts that most people in a given society choose not to disclose about themselves (except for friends, family, advisors, etc.) or to facts about which a particular person is extremely sensitive, choosing not to reveal. Westin (2003), on the other hand, says that privacy is the assertion that individuals and groups determine for themselves when, how, and to what extent information about them is communicated to others. Beardsley (1971) suggests that people have the right to decide when and how much information about them will be revealed to others. Gavison (1980), however, has offered variants of privacy definitions in three spheres, all as a central aspect of access restriction: the first as a right, the second as a loss of privacy and the third with punishments. The central idea is the issue of limiting data and information to people, or information about people.

Warren et Brandeis (1890) already protested against intrusive journalistic activities. At the time, they raised the
debate about the individual limits in terms of how far society could know something about a citizen. They emphasized that political, social and economic changes demand the recognition of new rights, and the common law continues to evolve in order to guarantee the new demands of society. The law, according to the authors, is updated in order to restore balance and inviolability of fundamental rights.

Laws try, through doctrines, to limit the invasiveness of some privacy displays. We have in Fuster (2014) the question of privacy in the light of Robert Alexy’s sphere theory. This theory reinforces the concepts of Parent (1983), defining the existence of three different levels of protection of private life, spheres with different protection intensities. It assumes the innermost sphere (ultimate intangible scope of human freedom) as the most intimate, intangible, extremely reserved, with matters that are most secret and that should not come to the knowledge of others; the private broad sphere as the private scope insofar as it does not belong to the innermost sphere, including subjects that individuals bring to the knowledge of another person of their trust, excluding the rest of the community; and the social sphere, which encompasses everything not included in the broad private sphere: all matters related to the news that the person wishes to exclude from the knowledge of others. The right to privacy, then, would be defined as what preserves us from the knowledge of others, reserving our own experience.

There are moral reasons for protecting personal data and for providing direct or indirect control over access to this data by third parties. Van den Hoven (2008) defines them as:

- Damage prevention: unrestricted access by others to an individual’s passwords, where features and whereabouts can be used to harm the data holder in a variety of ways;

- Asymmetry of information: personal data have become commodities. Typically, individuals are not in a good position to negotiate contracts on the use of their data and do not have the means to verify whether the partners will follow the terms of the contract. Data protection laws, regulations and governance are designed to establish fair conditions for the drafting of contracts on the transmission of personal data, exchange and provision of data with brakes, counterweights and repair guarantees;

- Informational injustice and discrimination: Personal information provided in one sphere or context (e.g. health care) can change its meaning when used in another sphere or context (such as business transactions) and can lead to discrimination and harm to individuals;

- Invasion of moral autonomy: lack of privacy can expose individuals to external forces that influence their choices.

To the right, all these formulations provide good moral grounds for limiting and restricting access to personal data, giving individuals control over their data. When third parties take an invasive stance, episodes such as the Carolina Dieckman case, occurred in Brazil, which resulted in a law; and, worldwide, the revelations of Edward Snowden and their implications in economic and diplomatic relations.

In order to find this more intimate and internal scope of the individual, the existence of some set of behaviors that respects the interests of community life is questioned. Perhaps the nature of the social structure has developed in such a way that the recent past forces the recognition that privacy, hitherto presumed as an ingredient of moral action, should now be specified as a right. The philosophy that describes the political structure as essentially corporate in nature has traditionally derived, or resulted in a description of the moral status of the individual that not only denies the right to privacy, but designates a political and moral offense.

Warren et Brandeis (1890) argue that the act of publishing certain content causes individuals to give up their right to privacy. On the other hand, as slander is generated by third parties, it must be treated in accordance with the legal instruments. Despite Warren et Brandeis’ (1890) argumentative efforts, Glenn (1966) discusses the contrast between definitions of privacy from Hegel’s Moralität distinction, as relative to private judgment, and Sittlichkeit, as obligations defined by corporate and institutional orders, stating that the claim of privacy is simply triviality, because of irresponsibility practiced by individuals. He continues his analysis on privacy by pointing to individuals as entirely dependent on the degree to which they identify their interests and rights with the appropriate value structure for the private and corporate order in which they find themselves. Since the rights and duties of individuals are determined by the existing orders, in which they also participate and whose highest form is the state, then the reduction of privacy or its limit is realized, with the claim that, in the last instance, the individual must accept the interpretation of a “judge” who correctly discerns values, duties and obligations of the historical

---

1 T.N.: Moralität – Morality, in English.
2 T.N.: Sittlichkeit – Morality, in English.
Matzner (2014) warns that, currently, people make available the ease with which information is disclosed. However, about the challenges of Warren et Brandeis (1890) about privacy on Big Data late the status of the individual in the political and legal patterns of political analysis were inadequate to formulate a system of individual values, demonstrated that traditional political philosophy, like any right, that must be protected by law. The rejection of privacy took the form of aggressive attacks, culminating in private judgments and opposition. The face-to-face society, a Greek heritage, rejected the concept of privacy.

Glenn (1966) establishes the counterpoint to Anglo-American philosophy, since it defines the political structure as collective legitimacy on which privacy depends. It derives and depends on individual judgments of those who are constituted in that community, a definition that is aligned with the definition of Newell (1995). He perceives the problems that could arise from confusion between moral responsibility and legal responsibility. Privacy is assumed to be a right justified by utility, if not by nature, an essential ingredient of Anglo-American political philosophy, like any right, that must be protected by law. The persistence of the ill-defined assumption for the idea of privacy opens dangerous and threatening precedents and forms a gray zone between moral responsibility and legal responsibility arising from the dilemma that invasion of privacy should be punished and even for reasons purely utilitarian, whether punishment would do more harm than good.

The question of privacy, in Glenn (1966), is contextualized considering geographic, moral and religious heterogeneity, in counterpoint to the contextualization of Hegel. Hegel sought the ambiguity of historical dialectics to describe a political organism of such homogeneity, whose societal structure would resolve relations, that is, moral, political, individual, and social conflicts. The Hegelian model falls into disuse because of the complexity of individual issues, through private judgment and opposition. The face-to-face society, a Greek heritage, rejected the concept of privacy.

Glenn (1966) points out that Bentham recognized that the moral status of the individual needed protection against an increasingly intrusive and dominant social organization. The rejection of privacy took the form of aggressive attacks, culminating in private judgments and opinion. Hegel succeeded in describing the nature of the political order that was rapidly becoming real and, even though its premises were unacceptable, much progress was made by his analysis of the institutional structure of the social order. Bentham, in refusing to abandon his system of individual values, demonstrated that traditional patterns of political analysis were inadequate to formulate the status of the individual in the political and legal contexts of society and the state of the time.

1.3 Privacy on Big Data

The dynamics of privacy in Big Data have similar points about the challenges of Warren et Brandeis (1890) about the ease with which information is disclosed. However, Matzner (2014) warns that, currently, people make available data without any criteria, accepting as a counterpart, benefits of little value or nothing in return.

Kshetri (2014) and Zuboff (2015) point out that the ubiquity of Big Data also favors the exacerbation of power asymmetries between states, industries, groups and individuals. The trends are the growth of privacy problems, due to the production of data and the exposure of information of private content, collected without full awareness of individuals. McNeely et Hahm (2014) ask questions such as: what data are collected and which are not? Why? What is used and what is not? What are the implications of this selection? How and why? What is not measured? What fundamental or critical factors should be considered for full understanding of a particular phenomenon or condition? These issues point to the need for a critical approach to Big Data in terms of understanding its essence, usage and effects.

This same class of questions is approached by Martin (2015), when analyzing the supply chain characteristic of Big Data, of the positive and negative uses of the technology, emphasizing aspects such as resale of data and the risk of misuse of information, with significant impact on users, such as destruction of value, reduction of rights of interested parties, and disrespect to any individual involved in the process. The author further argues that the Big Data industry generates negative aggregate externality by expanding the surveillance system through which a range of information is collected and gathered invisibly to the user.

The issues of Boyd et Crawford (2012), coupled with the technical and environmental aspects pointed out by Chen et al. (2012) and by Martin’s (2015) strategic vision, one realizes that the reality provided by the Big Data phenomenon generates implications on the privacy issue, which cannot be ignored or neglected. The technical aspect appears as an environmental condition, requiring the contextualization of its use and applications, and a profound analytical approach is needed, not only from the perspective of the Big Data chain, but also from a step beyond: the establishment of rules and outlines, definitions of limits so that this reality, called Big Data, generates positive externalities and not what has already been perceived recently as the practices denounced by Edward Snowden. At the current stage of the dynamics, it is necessary to establish requirements that balance the relationship between access to information and the right to privacy.

The analytical requirements demanded by privacy problems are basically two: the definition of values and the specification of procedures. The first is the moral task of philosophy, reflected in legislation; the second depends
on the legal process, especially if it operates in the control of administrative functions in which the individual is subject. Failure or negation in performing these tasks leaves us with the only alternative of increasing arbitrary administrative control that can actively achieve individual values. The control of legal proceedings is mandatory, but must be justified. If privacy is defined as an essential requirement for the attainment of morality, then privacy is a right that the law should not only protect, but provide. Modern man is born chained and only the law could free him. What is perceived, and will be shown later, is a strong trend of research on public policy and digital politics that addresses the still undetermined limits of the dynamics of privacy in Big Data.

2. BIBLIOMETRIC RESEARCH

The beginning of the bibliometric process was the choice of the bases and the definition of the reference control tools. For reference control, the Zotero software was used because of its ability to integrate with web browsers, as well as for the functionalities of redundancy treatment and interoperability with “RIS” formats, helping to classify categories and eliminate redundancies.

The search was essentially for the combination of the key words “Big Data” and “Privacy” in the title, summary or keywords field. The criterion was: the search should only be carried out in academic journals reviewed by specialists, with full text availability in the respective databases, from 2000 to 2015.

The databases were selected from September to October 2015, in order to obtain coverage that is believed to be reasonable for a robust literature review. Articles without authors and anonymous have been withdrawn. Preliminary results without detailed reading of abstracts presented production published in the following databases: Ebsco, Emerald Insight, Jstor, Proquest, Sage, Science Direct, Scopus, SpringerLink, Web of Science, and Wiley Online.

Some considerations were made for pre-selection of articles. Not all databases have the same functionality in their respective search interfaces; therefore, manual refinement of results is required. In the case of Springer, the discipline filters applied were: “Business and Management” and “Social Sciences”. Nevertheless, articles such as interviews, research notes, and others that do not have a scientific article structure were returned. As for Wiley Online, it was not possible to select the basis for the articles of administration, and refinement was manually made on all results returned by session title of academic journals of Administration.

2.1 Results by base (2000-2015)

Publications dealing with privacy in Big Data show a peak in academic production in 2014, within the set of publications in Administration, as shown in figure 1.

![Figure 1. Time series of the number of publications in the consulted databases](source: Authors (2015))

The elimination criteria were the collection of anonymous articles, without references in academic journals, redundant articles, with presence in more than one base, as well as reading the articles themselves. Articles that presented some of the mentioned characteristics were discarded for the phase of data mining. Articles whose references did not contain revised academic journals were also eliminated. Duplicate files have been deleted because of the prerequisites of the statistical data mining process, because redundancy generates mathematical distortions, thus leading to distorted results of the research, themes and areas of concentration. The result of the process of selecting the articles to be mined verbatim is presented in table 1, below.

As data mining is the bibliometric support employed, the protocol describes the process of word association, and with this, redundancy would cause greater weights to terms over others.

Among the bases researched, the greatest occurrence of redundancy occurred among those that have a portfolio with greater diversification of journals, that is, bases that
aggregate the production of publishers. The intersections occurred essentially with EBSCO, Proquest and Scopus. The bases that are publishers, rather than the aggregating bases, were taken as a criterion of permanence.

3. DATA MINING AND CONTENT ANALYSIS

For the data mining process, a source code was developed in R language. At the end of the article selection process, 69 articles of peer reviewed publications were selected. Mining consisted of three steps: the conversion of files to mining; content analysis and statistical results; and visual analysis of statistical results. Data mining aims to identify correlations between key terms of privacy studies in Big Data in the domain of administration, and was performed considering English dictionary in successive stages, in order to eliminate terms of high frequency of occurrence with low semantic significance, namely: connectives, prepositions, pronouns, interjections and adverbs. In this way, it was possible to observe in the second phase of mining that only the classes of words that are nouns, adjectives, and verbs, with low semantic load and relevance were removed, using the dictionary of semantic associations of terms. In the third phase, only low frequency words were computed, but with high semantic load and relevance.

After the mined body was essentially formed of nouns, adjectives and verbs, we performed the frequency analysis of terms and the correlation between terms with semantic association with the keywords, component words of the domain privacy and Big Data, and with those of greater semantic significance in the texts returned by the bases.

After mapping these relationships, the order in which the terms occurred in quantity and relevance was calculated, as well as their association in clusters in a second step. The clusters association assisted in the visual identification of the correlations between the components of the studies, as well as in the identification of clusters

3.1 Analysis of terms and frequencies


This set indicates that privacy-related research objects in Big Data go through issues pertaining to approaches, deployments, values, and rules, rather than technology itself. The order of magnitude with which these terms can be seen, according to figure 2, reveals that social aspects are the most important within the production of privacy in Big Data in the area of administration. Academic production has turned its attention to the roles of actors such as the individual, government and companies; control and access policies; processes, services and terms proposed to individuals by companies such as Google and Facebook; processes of treatment, custody, exposure, aperture, data extraction, risk and the future related to this context.

The complementation of the analysis by dendrogram representation (Figure 3) reinforced the suggestion that words such as “social”, “personal” and “security” should be eliminated to deepen the next iteration. The elimination of these terms should favor the better understanding between word relations by the proximity of their levels in the structure. Once the terms have been eliminated, new arrangements of words should appear, with low frequency and strong semantic meaning, meaning the stage of research in the area...
of concentration, as well as their combination in new arrangements, potential indicators of research gaps. “social,” “personal,” and “security.” This analysis generated Table 2, below:

Eliminating the terms suggested by the previous analysis, one has the second level of mining results. In it, it is possible to infer some terms with very close frequencies, such as “terms,” “surveillance,” “rules,” “services”, in a frequency group close to 400 occurrences, while two other groups contain “default”, “control”, and a third one with “individuals”, “management”, “issues”, “health”, in the bar chart of figure 4, and in the dendrogram of figure 5.

Thus, terms of low frequency and high semantics will be inputs and tend to participate in the next dendrogram. They should form new clusters, after the removal of the terms...
Table 2. Analysis of low frequency terms (n=280).

<table>
<thead>
<tr>
<th>access</th>
<th>analytics</th>
<th>tools</th>
<th>business</th>
<th>challenges</th>
<th>cloud</th>
<th>collection</th>
<th>companies</th>
</tr>
</thead>
<tbody>
<tr>
<td>people</td>
<td>concerns</td>
<td>model</td>
<td>policies</td>
<td>consumers</td>
<td>consent</td>
<td>content</td>
<td>researchers</td>
</tr>
<tr>
<td>control</td>
<td>default</td>
<td>terms</td>
<td>economic</td>
<td>Facebook</td>
<td>future</td>
<td>network</td>
<td>disclosure</td>
</tr>
<tr>
<td>mobile</td>
<td>industry</td>
<td>health</td>
<td>market</td>
<td>Context</td>
<td>key</td>
<td>media</td>
<td>knowledge</td>
</tr>
<tr>
<td>Law</td>
<td>process</td>
<td>trust</td>
<td>marketing</td>
<td>protection</td>
<td>issues</td>
<td>personalized</td>
<td>personaliza-</td>
</tr>
<tr>
<td>Need</td>
<td>condition</td>
<td>news</td>
<td>open</td>
<td>Google</td>
<td>sharing</td>
<td>government</td>
<td>management</td>
</tr>
<tr>
<td>press</td>
<td>potential</td>
<td>power</td>
<td>practices</td>
<td>Political</td>
<td>private</td>
<td>individual</td>
<td>development</td>
</tr>
<tr>
<td>quality</td>
<td>records</td>
<td>value</td>
<td>risk</td>
<td>Rules</td>
<td>science</td>
<td>service</td>
<td>technologies</td>
</tr>
<tr>
<td>Uses</td>
<td>society</td>
<td>Subject</td>
<td>support</td>
<td>approach</td>
<td>results</td>
<td>computing</td>
<td>surveillance</td>
</tr>
</tbody>
</table>

Source: Authors (2015)

From the Dendrogram of Figure 6, it was possible to visualize some gaps for research, as counterpoints between the scientific approach and management approach to privacy issues in Big Data; questions of communication and contextualization between uses of the applications and processes in terms of who would be in possession of the knowledge; how people behave when controlled; and what is considered a necessity in terms of the context of Big Data and privacy, among other options.

The word map analysis in Figure 7, constructed from data mining, reveals the main issues addressed by the academic production of privacy focused on Big Data, ranging from economic relations on information exposure, to effects on governments, individuals and the relations of power and trust between these actors, and even rules and rights in the context of using social networks. It is interesting to note that its result expresses what was statistically raised in the previous steps of this study: the central issue of privacy in Big Data is the balance between access to the information of individuals, what rights are and how laws are treated, deal with these points.
4. FINAL CONSIDERATIONS

Digital devices transmit diverse information: some transparent to users, others loaded and shared by them as actors in the system. However, at some point in the data acquisition process, there is always human intervention to define what is transmitted or what use will be given for that information; and whether accepting contractual terms and conditions or leaving a device exposed or vulnerable, the effects of that practice befall on the individual. They are decisions taken at the corporate or governmental level or by individuals, which, indiscriminately, without limits, can have threatening implications, as shown by Martin (2015) and Zuboff (2015), thus eroding economic systems. Literature and analysis point out that this aspect makes up the core of Big Data privacy research challenges, along with the role played by organizations in the industry.

Big data is a reality and privacy issues have always existed. The field is not only a source of opportunities, but at the same time it is challenging for new research proposals, precisely in the sense of deepening the debate on ideas of socio-technical policies that encourage the positive use of Big Data, preserving privacy and generating positive externalities to individuals and other actors in this environment. The academic production analyzed focuses on questions of ethics and processes, with a greater focus on questioning, to the detriment of pointing out solutions.
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Annex 1 - Articles raised

The following articles were the basis for data mining:


Siemelink, A.J. Digital forensics as a service: Game on. Digital Investigation. (no prelo)


